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- J-PAS will image 8.5-10k deg2 of Northern Sky using 59 filters in the optical range with an spatial 
resolution of 0.23 arcsec/pix reaching magAB~22.3 (5 sigma, Ø3’’).

Figure 1: The J-PAS filter system. We have included the redshifted spectrum of an early type galaxy at z=1.0 from Polleta et al.
2007. The filters are spaced by about 100 Å but have FWHM of 145 Å, what produces a significant overlap among them. The blue
squares represent the flux which would be observed through the filters. Note that many spectral features apart from the 4000 Å break
are resolved, that is why the precision in redshift is much larger than that which would be produced by a single break, Dz/(1+ z) ⇠
Dl/l ⇠ 0.02
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A tool to test the law 
of gravity

• Promising for modified gravity 
• Based on galaxy clustering 

measurements

 A test of the nature of cosmic acceleration using redshift space distortions 
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Figure 2 Estimates of the growth rate of cosmic structure compared to predictions 

from various theoretical models. Values of f = βbL are plotted as a function of the 

inverse of the cosmic expansion factor 1 + z = a(t)−
1
. Our new measurement at z = 0.77 

from the VVDS-Wide survey (red circle) is shown together with that from the 2dFGRS, 

computed from the published
21

 value of β; to do this, we adopted the bias value 

bL = 1.0 ± 0.1 estimated from higher-order clustering in the same survey
20

. We have also 

used very recent measurements from the 2dF-SDSS LRG and QSO (2SLAQ) survey of 

luminous red galaxies
27

 (blue open square) to add one further point at z = 0.55. In this 

case, however, the values of β and bL are not fully independent, because they have been 

obtained by imposing simultaneous consistency with the clustering measured at z = 0. In 

practice, this forces the resulting f towards the flat Λ model, that is, ~Ωm
0.55

. A more 

appropriate treatment would require an independent estimate of the bias for this sample
23

; 

this uncertainty is accounted for by the error bars, which in all cases correspond to 68% 

confidence intervals. The solid red line gives the growth rate for the standard 

cosmological-constant flat (Ωm0 = 0.25, ΩΛ0 = 0.75) model, while the dashed red line is 

the corresponding open model with the same matter density but no cosmological constant; 

the blue and green dashed curves describe models in which dark energy is coupled to dark 

matter
5
; the black dot-dashed line is the DGP braneworld model, an extra-dimensional 

Guzzo et al. (2008)
f =

d lnD

d ln a
⇡ ⌦m(z)�
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A tool to test the law 
of gravity

• BOSS DR12: A variety of 
different approaches to measure  

• Neutrino mass constraints 
• Less precise than expansion 

history measurements

Alam et al. (2016)
26 S. Alam et al.
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Figure 15. Left-hand panel: Comparison of f�8(z) measurements across previous BOSS measurements in DR11 (Alam et al. 2015b; Beutler et al. 2014a;
Samushia et al. 2014; Sánchez et al. 2014) and DR12 (Gil-Marı́n et al. 2016b,c; Chuang et al. 2016) samples. Right-hand panel: The f�8(z) results from this
work compared with the measurements of the 2dfGRS (Percival et al. 2004b) and 6dFGS (Beutler et al. 2012), the GAMA (Blake et al. 2013), the WiggleZ
(Blake et al. 2012), the VVDS (Guzzo et al. 2008), and the VIPERS (de la Torre et al. 2013) surveys, as well as the measurements from the SDSS-I and
-II main galaxy sample (Howlett et al. 2015, MGS) and the SDSS-II LRG sample (Oka et al. 2014, DR7). We have plotted conditional constraints on f�8

assuming a Planck ⇤CDM background cosmology. This is one of the best evidence of how growth rate measurements from BOSS again reaffirm the validity
of General Relativity in large scales.

9 COSMOLOGICAL PARAMETERS

9.1 Data sets

We now turn to cosmological interpretation of our results. We will
use the consensus measurements, including our estimated system-
atic error contribution to the covariance matrix, from the BAO-only
and BAO+FS columns of Table 3. In our subsequent figures and ta-
bles, the former case is simply labeled “BAO.”

Following Aubourg et al. (2015), we include the 6dFGS and
SDSS MGS BAO measurements and the BOSS DR11 Ly↵ forest
BAO measurements (see Fig. 14 and §8.3). These are largely in-
dependent and have utilized similar methodologies. We opt not to
include other BAO measurements, notably those from photomet-
ric clustering and from the WiggleZ survey (Blake et al. 2011a,
2012), as the volumes partially overlap BOSS and the errors are
sufficiently large that a proper inclusion would not substantially
affect the results. As shown in Aubourg et al. (2015), these mea-
surements are in good agreement with those from BOSS. We note
in particular the good match to the WiggleZ results, as this was a
sample of strongly star-forming galaxies in marked contrast to the
red massive galaxies used in BOSS. The dual-tracer opportunity
was studied extensively with a joint analysis of the overlap region
of WiggleZ and BOSS (Beutler et al. 2016a).

We further opt not to include other RSD measurements be-
yond BOSS, as they come from a variety of analysis and modelling
approaches. One can see from Figure 15 that the measurements
from other surveys are consistent with those from BOSS within
their quoted errors, and the error bars in all cases are large enough
that there are potential gains from combining multiple measure-
ments. However, in contrast to BAO measurements, systematic er-
rors associated with non-linear clustering and galaxy bias are a ma-
jor component of the error budget in any RSD analysis, and these
systematics may well be covariant from one analysis to another in
a way that is difficult to quantify. Because of systematic error con-
tributions, we do not consider it feasible to carry out a robust joint
RSD analysis with other measurements.

In all cases, we combine with CMB anisotropy data from the

Planck 2015 release (Planck Collaboration XIII 2015). We use the
power spectra for both temperature and polarization; in detail, we
use the likelihoods plik dx11dr2 HM v18 TTTEEE and lowTEB
for the high and low multipoles, respectively. We do not include
the information from the lensing of the CMB in the 4-point corre-
lations of the CMB temperature anisotropies. We will discuss the
impact of the recent (Planck Collaboration XLVI 2016) large-angle
polarization results in §9.4.

We note that there is some mild tension between the Planck
2015 results and those from combining WMAP, SPT, and ACT
(Calabrese et al. 2013; Spergel et al. 2015; Bennett et al. 2016).
The Planck data set yields a mildly higher matter density ⌦mh2,
which for ⇤CDM implies a higher ⌦m and �8 and a lower H0.
As in the DR11 results, our BOSS results for ⇤CDM fall in be-
tween these two and therefore do not prefer either CMB option.
We have presented non-Planck results in Anderson et al. (2014b)
and Aubourg et al. (2015) and do not repeat that here, as the sense
of the differences has not changed.

Finally, for some cases, we utilize measurements of the
distance-redshift relation from Type Ia supernovae (SNe) from the
Joint Lightcurve Analysis (JLA, Betoule et al. 2014), which com-
bined SNe from the SDSS-II Supernova Survey (Sako et al. 2014)
and the Supernova Legacy Survey 3-year data set (Conley et al.
2011) together with local and high-z data sets. The combination
of SN measurements with BAO is particularly powerful for con-
straining the low-redshift distance scale (e.g., Mehta et al. 2012;
Anderson et al. 2014b). The SNe provide a higher precision mea-
surement of relative distance at lower redshift where the BAO is
limited by cosmic volume, but the BAO provides an absolute scale
that connects to higher redshift and particularly to the CMB acous-
tic scale at z = 1000. The combination of BAO and SN data also
allows an “inverse distance ladder” measurement of H0 that uses
the CMB-based calibration of rd but is almost entirely insensitive
to the dark energy model and space curvature over the range al-
lowed by observations (Aubourg et al. 2015).
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Figure 19. Posterior distribution for the sum of the mass of neutrinos in the
⇤CDM cosmological model. The blue curve includes the growth measure-
ment from the lensing impacts on the CMB power spectrum and from the
BOSS RSD measurement of f�8. The green curve exclude both of these
constraints; one still gets constraint on the neutrino mass from the impact
on the distance scale. Red and grey curves relax one of the growth mea-
surements at a time; showing that most of the extra information comes from
the CMB lensing. The vertical dashed lines indicate the 95% upper limits
corresponding to each distribution.

Aubourg et al. (2015) show that similar results are obtained using
the Union 2 SN compilation of Suzuki et al. (2012). Our modeling
adopts flexible but smooth parametric forms for the evolution of
dark energy density, and it is possible that a model with more rapid
low-redshift changes could shift the value of H0 while remaining
consistent with the SN data.

It is also possible that systematic errors in the direct H0 mea-
surement are larger than estimated by Riess et al. (2016). For ex-
ample, Efstathiou (2014) presents an alternative analysis of the
local data, arguing for a lower value of 70.6 ± 3.3 or 72.5 ±

2.5 km s�1 Mpc�1, depending on the choice of primary standards.
Rigault et al. (2015) argue that the dependence of the supernova
luminosity after correction for light-curve fitting on the host galaxy
star-formation rate causes a net calibration offset between the SNe
in the Hubble flow and those with nearby Cepheid measurements;
they find that this reduces H0 by 3.3% (but see discussion by Riess
et al. 2016). It is also possible that everyone’s error estimates are
correct and we are simply being unlucky, e.g., if the cosmologically
inferred H0 is 2� low and the direct measurement is 2� high. For
now, we continue to see this tension as provocative, but not conclu-
sive. Further work that tightens the statistical errors and examines
systematic uncertainties in direct H0 measurements is clearly desir-
able, as this tantalizing tension could yet reveal either astrophysical
or cosmological exotica.

9.4 Cosmological Parameter Results: Growth of Structure

We next turn to models that assume a simpler distance scale
but consider parameters to vary the growth of structure, notably
through massive neutrinos or modifications of the growth rates pre-
dicted by General Relativity. These results are found in Table 12.

We start with ⇤CDM models that include an unknown total
mass of the three neutrino species. In detail, we assume that all of
the mass is in only one of the three weakly coupled species, but

Figure 20. Results for modification of the growth function in the ⇤CDM
cosmological model. The results are consistent with the predictions of Gen-
eral Relativity: Af�8 = 1, Bf�8 = 0.

the difference between this assumption and three nearly degener-
ate species of the same total mass is small for our purposes. Neu-
trinos of sub-eV mass serve as a sub-dominant admixture of hot
dark matter. Because of their substantial velocity, they fail to fall
into small-scale structure at low redshift, thereby suppressing the
growth of structure from recombination until today (Bond & Sza-
lay 1983; Hu et al. 1998). The measurement of the amplitude of the
CMB anisotropy power spectrum and the optical depth to recom-
bination ⌧ implies the amplitude of the matter power spectrum at
z ⇡ 1000. The measurement of the expansion history along with
the assumptions of GR and minimal neutrino mass then determines
the amplitude of the matter power spectrum at z = 0, typically
reported as �8. Variations in the neutrino mass then cause the ex-
pected �8 to vary.

Measurements of the low-redshift amplitude of structure can
therefore measure or limit the neutrino mass. Here, we utilize two
measurements: the lensing effects on the Planck CMB anisotropy
power spectrum and the BOSS RSD. Using these, we find a 95 per
cent upper limit on the neutrino mass of 0.16 eV/c2.

We then consider how the constraints vary if one relaxes these
measurements, as shown in Figure 19. We include additional nui-
sance parameters AL that scale the impact of the CMB lensing and
Af�8 that scales the RSD following as

f�8 ! f�8 [Af�8 + Bf�8(z � zp)] (24)

with zp = 0.51 (chosen to be the central measurement redshift and
also close to actual redshift pivot point for these two parameters).
However, for the discussion of neutrinos, we keep Bf�8 = 0. We
note that AL is defined scaling the power spectrum of fluctuations,
whereas Af�8 varies the amplitude. This means that errors on AL

will be double those on Af�8 .
From this, we find that the measured CMB lensing power

spectrum is about 19±8 per cent stronger (so about 9.5 per cent on
the amplitude of fluctuations) than what the ⇤CDM model would
prefer, while the measured RSD is within 1� of the base level:
Af�8 = 0.96 ± 0.06. This means that the RSD measured in BOSS
is a 6 per cent test of the expected amplitude of structure, with
the central value of the measurement being slightly lower than the
⇤CDM prediction.

Interestingly, even with AL and Af�8 varying and hence with
no low-redshift measurement of the growth of structure save for

c
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Measuring redshift space 
distortions

• Anisotropic 2D correlation 
function 

• Distorted by peculiar 
velocities 

• Coherent: bulk motions on 
large scales 

• Random: Cluster-scales, gives 
rise to Finger-of-god features
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Figure 5. The measured pre-reconstruction correlation function (left) and power spectrum (middle) in the directions perpendicular and parallel to the line of
sight, shown for the NGC only in the redshift range 0.50 < z < 0.75. In each panel, the color scale shows the data and the contours show the prediction of the
best-fit model. The anisotropy of the contours seen in both plots reflects a combination of RSD and the AP effect, and holds most of the information used to
separately constrain DM (z)/rd, H(z)rd, and f�8. The BAO ring can be seen in two dimensions on the correlation function plot. To more clearly show the
anisotropic BAO ring in the power spectrum, the right panel plots the two-dimensional power-spectrum divided by the best-fit smooth component. The wiggles
seen in this panel are analogous to the oscillations seen in the top left panel of Fig 3.

Table 4. Summary table of pre-reconstruction full-shape constraints on the parameter combinations DM ⇥

�
rd,fid/rd

�
, H⇥

�
rd/rd,fid

�
, and f�8(z) derived

in the supporting papers for each of our three overlapping redshift bins

Measurement redshift Satpathy et al. Beutler et al. (b) Grieb et al. Sánchez et al.
⇠(s) multipoles P (k) multipoles P (k) wedges ⇠(s) wedges

DM ⇥

�
rd,fid/rd

�
[Mpc] z = 0.38 1476 ± 33 1549 ± 41 1525 ± 25 1501 ± 27

DM ⇥

�
rd,fid/rd

�
[Mpc] z = 0.51 1985 ± 41 2015 ± 53 1990 ± 32 2010 ± 30

DM ⇥

�
rd,fid/rd

�
[Mpc] z = 0.61 2287 ± 54 2270 ± 57 2281 ± 43 2286 ± 37

H ⇥

�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.38 79.3 ± 3.3 82.5 ± 3.2 81.2 ± 2.3 82.5 ± 2.4

H ⇥

�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.51 88.3 ± 4.1 88.4 ± 4.1 87.0 ± 2.4 90.2 ± 2.5

H ⇥

�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.61 99.5 ± 4.4 97.0 ± 4.0 94.9 ± 2.5 97.3 ± 2.7

f�8 z = 0.38 0.430 ± 0.054 0.479 ± 0.054 0.498 ± 0.045 0.468 ± 0.053
f�8 z = 0.51 0.452 ± 0.058 0.454 ± 0.051 0.448 ± 0.038 0.470 ± 0.042
f�8 z = 0.61 0.456 ± 0.052 0.409 ± 0.044 0.409 ± 0.041 0.440 ± 0.039

ods is consistent with what we observe in mocks (see Section 7.2
and Fig. 10). In all cases the µ-wedges analyses give significantly
tighter constraints than the multipole analyses, in both configura-
tion space and Fourier space. The consensus constraints, described
in §8.2 below, are slightly tighter than those of the individual wedge
analyses. At all three redshifts and for all three quantities, mapping
distance, expansion rate, and the growth of structure, the 68% con-
fidence contour for the consensus results overlaps the 68% confi-
dence contour derived from Planck 2015 data assuming a ⇤CDM
cosmology. We illustrate the combination of these full shape results
with the post-reconstruction BAO results in Fig. 11 below.

c
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Figure 5. The measured pre-reconstruction correlation function (left) and power spectrum (middle) in the directions perpendicular and parallel to the line of
sight, shown for the NGC only in the redshift range 0.50 < z < 0.75. In each panel, the color scale shows the data and the contours show the prediction of the
best-fit model. The anisotropy of the contours seen in both plots reflects a combination of RSD and the AP effect, and holds most of the information used to
separately constrain DM (z)/rd, H(z)rd, and f�8. The BAO ring can be seen in two dimensions on the correlation function plot. To more clearly show the
anisotropic BAO ring in the power spectrum, the right panel plots the two-dimensional power-spectrum divided by the best-fit smooth component. The wiggles
seen in this panel are analogous to the oscillations seen in the top left panel of Fig 3.

Table 4. Summary table of pre-reconstruction full-shape constraints on the parameter combinations DM ⇥
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, and f�8(z) derived
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ods is consistent with what we observe in mocks (see Section 7.2
and Fig. 10). In all cases the µ-wedges analyses give significantly
tighter constraints than the multipole analyses, in both configura-
tion space and Fourier space. The consensus constraints, described
in §8.2 below, are slightly tighter than those of the individual wedge
analyses. At all three redshifts and for all three quantities, mapping
distance, expansion rate, and the growth of structure, the 68% con-
fidence contour for the consensus results overlaps the 68% confi-
dence contour derived from Planck 2015 data assuming a ⇤CDM
cosmology. We illustrate the combination of these full shape results
with the post-reconstruction BAO results in Fig. 11 below.
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Modelling RSDs
• Velocity field becomes non-

linear on large scales 

• But non-linear scales are 
measured with great accuracy 

• Perturbation-theory descriptions 
of the mildly non-linear regime 

• Galaxies are biased tracers of 
the underlying density/velocity 
field 

• Other issues: Fingers-of-god 
effect

Redshift space distortion models 5

Figure 2. The monopole and quadrupole moments of the correlation func-
tion, times s2 to reduce the dynamic range in the plot, for the simulations
described in the text (see also Table 1). In each case the mean value of the
statistic is plotted, in bins of width 2 h�1Mpc, and error bars have been sup-
pressed for clarity. Models T0 and T1 are described in section 3.1 while
MD is described in section 3.2. Model T1 has three variants, which differ
in terms of the halo finder and whether a velocity bias is assumed for the
satellites.

3.2 Big MultiDark

A further set of mock catalogs were generated from the “Big
MultiDark” (hereafter BigMD or MD) simulation. This simula-
tion employed 38403 particles in a periodic box of side length
2500 h�1Mpc. The cosmology was close to the best-fitting Planck
cosmology (Planck collaboration 2014), with ⌦m = 0.307. Unlike
the halo occupation based methods described above, these catalogs
were produced by halo abundance matching as described in Nuzza
et al. (2013), with galaxies associated to substructures. This has a
more complex, and possibly realistic, velocity distribution than the
HOD models above. Unfortunately the total volume of this sim-
ulation is only slightly larger than our fiducial mock survey (see
below) so significant finite-volume ‘noise’ remains.

3.3 Quick particle mesh

Later we will use a set of approximate mock catalogs, which were
run in order to generate covariance matrices for the BOSS measure-
ments via Monte-Carlo techniques (see White, Tinker & McBride
2014, for further discussion). These mock catalogs use low mass
and force resolution particle-mesh simulations employing 12803

particles in a 2560 h�1Mpc box run with large time steps. At select
times the particles, and their local density smoothed on 2 h�1Mpc
scales, were dumped and these particles were then sampled (with a
density-dependent probability) to form a set of mock halos which
are then populated using a halo occupation distribution (White, Tin-
ker & McBride 2014). These approximate mock catalogs contain
roughly the right amount of monopole and quadrupole power, but
deviate from the high resolution simulations on scales smaller than
30� 50 h�1Mpc. We shall use these very large volume simulations,
in a differential manner, to test the impact of observing strategy on
the recovered cosmological parameters.

Figure 3. The best-fit models to the T1 simulation at z ' 0.55. Each model
was fit to the data in the range 30 < s < 120 h�1Mpc, holding the linear the-
ory power spectrum and f fixed at the appropriate values for this simulation.
The shaded bands around the simulation results indicate the adopted 1 and
2� errors, derived from the diagonal elements of the covariance matrix. The
error bars are highly correlated. The sharper acoustic peak in the monopole
of the Eulerian models than the Lagrangian models is expected, as the Eu-
lerian models do not account for non-linear broadening of the peak. Some
of the modes which are responsible for this broadening are not captured
by the T1 simulations, so the N-body peak is not as broad as it should be.
The models are quite similar in their monopole predictions at intermediate
scales however and the large scales carry little weight in the fit.

4 COMPARISON

4.1 Ideal data

We begin by asking to what extent each of our models can recover
the simulation parameters when applied to “ideal” data. To this
end we generate correlation functions from fixed-time outputs of
the simulations assuming no observational non-idealities. For the
TreePM and QPM runs we use the periodic outputs and generate a
mean and variance for each point from the independent runs. For
the BigMD run, we divide the 2500 h�1Mpc box into its 8 octants
and compute the correlation function in each octant, using the oc-
tants to determine the mean and variation on the parameters.

We show the monopole and quadrupole moments of the mock
galaxies for a selection of the catalogs in Fig. 2. Note that the small
scale behavior of the quadrupole moment depends upon the model
chosen for the satellite and central velocities, while the amplitude
of the monopole moment is largely set by mimicking the BOSS
data. The range of slopes and behaviors reflects the differences
in the underlying cosmology, linear power spectrum and bias pre-
scription and makes for a good test of the theoretical models.

In order to provide fits to the data we need a covariance matrix.
We use the linear theory expressions1 (Bernstein 1994; Eisenstein
& Zaldarriaga 2001; Cohn 2006; Huff et al. 2007)

Cov
h
⇠`1 (s1), ⇠`2 (s2)

i
=

2
V

i`1+`2 (2`1 + 1)(2`2 + 1)
Z

d3k
(2⇡)3

⇥ P2(k, µ)L`1 (µ)L`2 (µ) j`1 (ks1) j`2 (ks2) (6)

in order to generate a correlation matrix (sometimes referred to as

1 The formula given assumes infinitesimal bins. We additionaly account for
the finite bin width by integrating s2 j` over the bin.

c� 0000 RAS, MNRAS 000, 1–13

White et al. 2015
• Unbiased results only for s > 30 Mpc/h with state-of-the-art models
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Figure 18: Expected constraints on the growth rates in each redshift bin. For each z the central
error bars refer to the Reference case while those referring to the Optimistic and Pessimistic case
have been shifted by �0.015 and +0.015 respectively. The growth rates for di↵erent models are
also plotted: ⇤CDM (green tight shortdashed curve), flat DGP (red longdashed curve) and a model
with coupling between dark energy and dark matter (purple, dot-dashed curve). The blue curves
(shortdashed, dotted and solid) represent the f(R) model by [612], Eq. 1.5.36 with n = 0.5, 1, 2
respectively and µ = 3. The plot shows that it will be possible to distinguish these models with
next generation data.
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Amendola et al. (2016)

Euclid 10

FIG. 6.— Left panel: Forecast constraints on f�
8

for the various SKA galaxy surveys (GS) and intensity mapping surveys (IM). For SKA1-MID surveys,
dashed lines show the ‘Alternative’ configuration. Unfilled circles show the errors on existing measurements of f�

8

from large scale structure surveys, taken
from the compilation in Macaulay et al. (2013). Right panel: Correlation coefficient, r(x, y) = �

xy

/(�
x

�
y

), between the growth rate (f�
8

) and bias (b�
8

) as
a function of redshift.

est redshifts. While the forecast errors on H(z) and DA(z)
are larger than those of the SKA2 galaxy survey by a factor
of 2 � 3, the high precision of MID Band 2 at z ⇡ 0 yields
tighter constraints on other parameters, notably H0, that w0

and wa are correlated with. Adding a tight (but achievable;
Suyu et al. 2012) external prior on H0 at the ⇠ 0.5% level
breaks the degeneracy for other surveys too, reducing (but not
completely removing) SKA1-MID’s advantage over the H↵
galaxy survey for example.

Note that the constraints on w0 and wa are insensitive to the
choice of growth parametrisation. Even the relatively loose
constraint on wa from SKA1-MID Band 1 changes by less
than one percentage point across all four growth parametrisa-
tions in Table 4.

Now that we have an overview of how well various exper-
iments can measure the dark energy equation of state, it is
pertinent to ask how effective these constraints will be in actu-
ally testing realistic dark energy and modified gravity models.
This is a difficult question to answer however, as the space
of plausible models is extremely broad and complex (e.g.
see Clifton et al. 2012), and many models allow expansion
histories that are arbitrarily close to GR+⇤CDM. Taking the
simplest class of minimally coupled scalar field quintessence
models, Marsh et al. (2014) showed that there is no ‘target un-
certainty’ on w0 and wa beyond which most alternative mod-
els could be distinguished from each other or ruled out. There
is therefore no particular precision level to aim for – we can
only continue to improve w(z) constraints in the hope that
some deviation from GR+⇤CDM will turn up to give us more
clues about what to look for. The role of the SKA will be to
substantially improve constraints on w(z) in the key low red-
shift regime, extend measurements to higher redshifts with
LOW, and then to provide the highest precision observations
at z < 2 with an SKA2 HI galaxy survey.

4.3. Linear growth rate
Forecasts for the growth rate, f�8, are shown in Fig. 6. Ex-

isting constraints from the literature are also shown, based on
the compilation in Macaulay et al. (2013). Conservatively, the
bias has been marginalised as a free parameter in each redshift
bin in all of the forecasts, as described in Sect. 3.6.

The existing constraints are restricted to the lowest redshifts
only, z . 0.8, and are at the 10� 20% level. The SKA1-MID
galaxy surveys mildly improve on this, reaching the few per-
cent level at the same redshifts. The MID Band 2 IM survey
is again much more powerful, yielding 0.5�0.6% constraints
at z & 0.2 that are insensitive to the assumed configuration.
A precision of 0.6 � 3% is achievable with the MID Band 1
IM survey over 0.7 . z . 2, but again this is substantially
bettered by the H↵ survey, which reaches 0.4% over much of
the same redshift range.

The SKA2 galaxy survey again provides the tightest con-
straints over a wide redshift range, reaching the ⇠ 0.3% level,
although the H↵ survey can slightly surpass it at z ⇡ 2. At
z > 2, HETDEX can place ⇠ 4% constraints on f�8 out to
z ⇡ 3.5, which is roughly a factor of 2 better than the Alter-
native configuration of SKA1-LOW. Depending on the final
band specification, LOW can put ⇠ 10% constraints on f�8

over the entire redshift range 2 < z < 6 however, which is
beyond the capabilities of any other survey.

As mentioned previously, the bias is an important source of
uncertainty in large-scale structure analyses. The right panel
of Fig. 6 shows the correlation coefficient between f�8 and
the bias, b�8, in each redshift bin. In all cases the correla-
tion is moderate, except for the SKA1-MID Band 2 IM sur-
vey at low redshift, where a strong anti-correlation arises. We
have already been conservative in marginalising over the bias
in each redshift bin, so we do not expect our predictions to
strongly depend on the assumed bias model.

As with the equation of state, it is useful to consider how
well the f�8 constraints will be able to distinguish between
different dark energy and modified gravity models. Perenon
et al. (2015) randomly generated thousands of Horndeski EFT
(effective field theory) models subject to the condition that
they meet a set of viability criteria, and then calculated the
distribution of f�8(z) functions that the models predict (see
their Fig. 4). While their analysis is not entirely general (it
depends on a particular parametrisation for the evolution of
the EFT coupling functions), it does give some idea of the
‘typical’ range of f�8(z) for a broad class of MG models,
and so we will use their results for illustration.

According to Perenon et al. (2015), for z ⇡ 1�2 a precision

Bull, 2016
Data sets are becoming more accurate than model descriptions
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• Millennium-XXL:  
• 3 [Gpc/h]^3  
• SAM of Guo+11 

• extended merger trees matching 
Mill. sim. 

The journey of QSO haloes from z=6 to the present 3

Figure 1. Images of the matter density field in the Millennium-XXL focusing on the most massive halo present in the simulation at
z = 0. Each inset zooms by a factor of 8 from the previous one; the side-length varies from 4.1 Gpc down to 8.1 Mpc. The intensity
of each pixel is proportional to the logarithm of the dark matter density projected through a 25 Mpc thick slab. This simulation has a
dynamic range of 3×105 on each spatial dimension, simultaneously resolving the internal structure of collapsed objects and the large-scale
quasi-linear fluctuations in a ΛCDM universe.

2.1.1 Halo and Subhalo catalogues

We identified self-bound halo/subhalo structures through-
out the MXXL at the same 64 redshifts used in the MS and
MS-II. This output frequency (roughly equally spaced in
time by 300 Myr for z < 2, and by 100 Myr at z ∼ 6) allows
us to build detailed merger trees. At each output time, we
first apply a Friends-of-Friends (FoF) algorithm (Davis et al.
1985), with a linking length of 0.2 times the mean interpar-
ticle separation to build a FoF group catalogue down to a
limit of 20 particles. We then use a memory-efficient imple-
mentation of the SUBFIND algorithm (Springel et al. 2001)
to identify self-bound substructures within each FoF group
down to a limit of 15 particles. These calculations were per-

formed on-the-fly during the N-body calculation, so that it
was not necessary to store the particle data at all output
times. This significantly reduced the I/O and storage re-
quirements of the simulation.

Summing over all output times, there are 2.5×1010 FoF
groups in the MXXL with more than 20 particles. At z = 6
there are 3.7× 107 such groups and 6.5× 108 at z = 0. The
most massive FoF group at z ∼ 6 contains 3,285 particles
and 4 substructures. This is about 300 times less massive
than the biggest halo at the z = 0 snapshot, which contains
1,062,232 particles and 688 substructures with more than 15
particles.

Finally we built “merger trees” similar to those de-

c⃝ 2011 RAS, MNRAS 000, 1–10

Angulo et al. (2012)

13

Exploring the impact of galaxy formation  
on a large simulation

Mmin

halo

= 1.22⇥ 1010h�1M�
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Stellar mass  
selected sample

Star-formation  
selected sample

RSDs in different galaxy selections
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RSDs in different galaxy selections

15

The impact of the HOD  
on clustering at small scales
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From haloes to galaxies

Intra-halo velocity dispersion as a nuisance parameter
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Dispersion model 
(e.g. Marulli et al. 2012)

1 + ⇠s
g

(r
�

, r
⇡

) =Z ⇥
1 + ⇠r

g

(r)
⇤
e�[r⇡�y�µv12(r)]

2
/2�2

g(r,µ)
dyq

2⇡�2
g

(r, µ)

�2
g

(r, µ) = �2
12(r, µ) + �2

FoG

Gaussian streaming model 
(e.g. Reid et al. 2012,  
Satpathy et al. 2016)



Multidark Galaxies Workshop, 26-30 Sept. 2016. Álvaro Orsi, aaorsi@cefca.es 17



Multidark Galaxies Workshop, 26-30 Sept. 2016. Álvaro Orsi, aaorsi@cefca.es 18

Accurate description of non-
linear density and velocity 

fields

Best possible perturbation-
theory based model
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1-sigma for DESI-like survey
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fit to large scales only
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Intra-halo velocities in detail…

1. Intra-halo velocities are not 
Gaussian distributed

23
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1. Intra-halo velocities are not 
Gaussian distributed 

2. Velocity dispersion correlates 
strongly with halo mass
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6 H.-Y. Wu et al.
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Figure 3. The virial scaling relation calibrated using galaxies and
DM particles in rhapsody. The grey 2D histogram corresponds to
measurements from the DM particles, and the best-fitting relation
agrees with Evrard et al. (2008). The three colour curves represent
the fit of the virial scaling relation using the 10/30/100 brightest
galaxies in each halo, and the values of fitting parameters are
given in Table 4. When we use the 10 brightest galaxies (red
curve), the normalization is lower by ⇡ 3%. On the other hand,
with 100 galaxies, the normalization is higher by ⇡ 3%.

N
gal

�
gal,15 ↵

q
h�2

ln�i shot noise

10 1641±32 0.34±0.01 0.142 0.134

30 1716±33 0.33±0.01 0.092 0.073

100 1746±34 0.32±0.01 0.072 0.039

DM 1692±33 0.33±0.01 0.053 NA

Table 4. Fitting parameters in Fig. 3. The scatter of each fit
agrees with the intrinsic scatter combined with the shot noise.

the same number of galaxies per halo across all redshifts,
Munari et al. (2013) set constant thresholds for the dark
mass of subhaloes (109M�) and the stellar mass of galax-
ies (3⇥109M�) across all redshifts. This constant threshold
will lead to fewer galaxies per cluster at high redshift. Since
fewer galaxies can results in lower b

v

, this constant threshold
can result in a smaller b

v

at high redshift.

4 VIRIAL SCALING FROM CLUSTER
GALAXIES

Fig. 3 presents the virial scaling between cluster mass
and �

gal

measured with 10/30/100 brightest galaxies
(red/green/blue), compared with �

DM

(black). We use 85
time steps between z = 0 and 2 from the rhapsody simu-
lation and use v

pk

as the luminosity proxy, assuming that
di↵erent evolutionary stages of the same haloes can pro-

vide a fair sample of the dynamical states. We justify this
assumption by examining whether the virial scaling (�

DM

–
M

vir

relation) of this sample agrees with previous results
from the volume-limited sample of Evrard et al. (2008). The
grey-scale is a 2D histogram of �

DM

andM

vir

of these haloes,
whose virial masses are scaled with the Hubble parameter
E(z) = h(z)/h

0

and the square root of the virial overdensity
f

vir

= �
vir

(z)/�
vir

(z = 0), for the purpose of eliminating
the e↵ect of the evolution of the background density and the
virial overdensity. These haloes follow the scaling relation

ln�
DM

= ln
⇥
1692.17 km s�1

⇤
+ 0.33 ln

h
M

vir

E(z)f1/2
vir

(z)
i

(3)
with a scatter

h�2
ln�i1/2 =

⌦
(ln� � ln�

fit

)2
↵
1/2

= 0.05 (4)

These values agree with those quoted in Evrard et al. (2008)
(see their table 6; normalization 982

p
3 = 1700, slope 0.355,

and scatter 0.0527), indicating that using multiple snapshots
for each halo can provide a fair sample of the dynamical state
of haloes.3

We now compare the virial scaling measured from dif-
ferent galaxy samples. The colour lines show the best-fitting
linear relation, and Table 4 lists the best-fitting parameters
of the following parametrization:

ln�
gal

= ln�
gal,15 + ↵ ln

h
M

vir

E(z)f1/2
vir

(z)
i

(5)

Using the 10 brightest galaxies to calibrate the scaling rela-
tion biases the normalization low by ⇡ 3%. When we use the
30 brightest galaxies, the normalization agrees almost per-
fectly with the results using DM particles. When we increase
the number to 100, the normalization is higher by ⇡ 3%.
This trend of normalization with galaxy number agrees with
the trend of velocity bias presented in Fig. 1.

We note that these di↵erent selections of galaxies tend
to give the same slope as using DM particles, ⇡0.33. This
result is contrary to the findings of Munari et al. (2013),
who have found a slope of ⇡ 0.36 for the virial scaling from
subhaloes and galaxies. Again, this discrepancy could re-
sult from the di↵erent subhalo/galaxy population we use.
While we use a constant number of galaxies per cluster,
Munari et al. (2013) set constant mass thresholds for sub-
haloes and galaxies. For less massive haloes, galaxies above
these thresholds are rare and relatively massive compared
with the host halo; thus, these galaxies are prone to the ef-
fect of dynamical friction and become slower. Therefore, a
constant galaxy mass threshold can cause b

v

< 1 for less
massive haloes, thus leading to a steeper slope.

Finally, we compare the scatter, h�2
ln�i1/2, of each fit.

We have shown above that the virial scaling based on DMr
particles presents a 5% intrinsic scatter. If we choose a small
number of galaxies N

gal

to calculate the velocity disper-
sion, there is an additional statistical error (“shot noise”),
presented in the last column of Table 3. We note that for
the N

gal

we considered here (10/30/100), the total scatter
(0.14/0.09/0.07) is consistent with the combination of in-
trinsic scatter (0.05) and shot noise (0.13/0.073/0.040). Our

3 Recently, Diemer et al. (2013) have shown that this virial scal-
ing relation is robust regardless of the accretion rate, indicating
that haloes tend to be in local Jeans equilibrium.

c� 0000 RAS, MNRAS 000, 000–000

Wu et al. (2013)

Intra-halo velocities in detail…
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1. Intra-halo velocities are not 
Gaussian distributed 

2. Velocity dispersion correlates 
strongly with halo mass
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Intra-halo velocities in detail…
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1. Intra-halo velocities are not 
Gaussian distributed 

2. Velocity dispersion correlates 
strongly with halo mass 

3. Velocity dispersion is 
anisotropic and this depends 
on the galaxy sample
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Intra-halo velocities in detail…
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Implementing more accurate velocities
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Implementing more accurate velocities

Correct intra-halo  
velocity distribution
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Implementing more accurate velocities



Multidark Galaxies Workshop, 26-30 Sept. 2016. Álvaro Orsi, aaorsi@cefca.es 30

Correlation with  
halo mass

Implementing more accurate velocities



Multidark Galaxies Workshop, 26-30 Sept. 2016. Álvaro Orsi, aaorsi@cefca.es 31

Implementing more accurate velocities



Multidark Galaxies Workshop, 26-30 Sept. 2016. Álvaro Orsi, aaorsi@cefca.es 32

distinguish satellites  
from centrals

Implementing more accurate velocities
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Implementing more accurate velocities
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correct infall velocity

Implementing more accurate velocities
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Implementing more accurate velocities



Conclusions
• Different galaxy populations behave differently in redshift-space 

• Intra-halo velocities (i.e. Fingers-of-god) currently limits models accuracy 

• Wasting most accurate measurements of xi, sub-optimal cosmological 
exploitation of data 

• 3 problems: i) Velocity distribution is not Gaussian, ii) Correlates with halo 
mass, iii) Anisotropic velocity dispersion 

• Taking galaxy formation into account makes descriptions accurate to scales 
of a few Mpc/h 

• Potential for improving current analysis of RSDs using galaxy 
formation models
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